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Pulsar Timing
• GWs change the arrival time of pulses 

• Those changes are correlated across pulsars 

• Target persistent, stochastic signals, like due 
to unresolved SMBHB mergers 

• Plenty of other possible explanations

Pulsar Timing Array; @astronerdika
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NANOGrav 15 yr dataset results

Prediction 
“Hellings and Downs Curve”

Data
<latexit sha1_base64="P+LYGd8rEg3Gz8aBeF1baRDIIpc=">AAACGnicbVDLSgNBEJz1GeMr6tHLYBS8GHZ9H4NePCoaFbIhzE46ccjM7DLTK4Yl3+HFX/HiQRFv4sW/cRJX8FXQUFR1090VJVJY9P13b2R0bHxisjBVnJ6ZnZsvLSye2zg1HGo8lrG5jJgFKTTUUKCEy8QAU5GEi6h7OPAvrsFYEesz7CXQUKyjRVtwhk5qloIQ4QaNyk5FrmsO/ZAliYlv6NaXu7qx2t8Orego1iyV/Yo/BP1LgpyUSY7jZuk1bMU8VaCRS2ZtPfATbGTMoOAS+sUwtZAw3mUdqDuqmQLbyIav9emaU1q0HRtXGulQ/T6RMWVtT0WuUzG8sr+9gfifV0+xvd/IhE5SBM0/F7VTSTGmg5xoSxjgKHuOMG6Eu5XyK2YYR5dm0YUQ/H75LznfrAS7lZ2T7XL1II+jQJbJClknAdkjVXJEjkmNcHJL7skjefLuvAfv2Xv5bB3x8pkl8gPe2wdmbqGx</latexit>

Significance ⇡ 3�4�

4NANOGrav 2023, ApJL, 951:L8 



Recovered spectrum
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What are we targeting long term?

• Identifying source of GWB 

• Improved constraints on SMBHB population 

• Signals from individual SMBHB systems (GW and EM) 

• Constraints on new physics, tests of general relativity 

• Pulsar masses, nuclear physics 

• IISM physics

https://svs.gsfc.nasa.gov/13086 
Visualization — Scott Noble

https://svs.gsfc.nasa.gov/13086


• Chromatic noise: noise that is 
different at different radio frequencies

Pulse broadeningDelay ∝ DM ( ν
1400 MHz )
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Pulse broadeningDelay ∝ DM ( ν
1400 MHz )
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• Chromatic noise: noise that is 
different at different radio frequencies



How do we optimize a PTA?

SNR ∝ Npsr(
Tobs

1/2

σ3/13 )
Signal-to-noise for correlations

Observation time

Timing uncertaintyNumber of pulsars

Siemens+2013, 1305.3196



Observatories of the future



• NANOGrav: 20 yrs, 77 pulsars 

• IPTA: 121 pulsars, 25 yrs

Next up:



DSA-2000

• Survey telescope, 2000 5m dishes, 0.7-2 GHz 

• ~25% of its time dedicated to PTAs, Could 
monitor 200 pulsars monthly 

• Estimated 22,000 new pulsars (not necessarily 
millisecond pulsars)



Square Kilometer Array
• SKA-mid will be 197 separate 13.5 m dishes, 0.35 - 15 

GHz 

• Central core (~1km across) + 3 spiral arms 
extending out  

• 5 ns timing precision 

• SKA-low 131,072 antennae, 74km baseline, 512 
stations,  

• 10 ns timing precision

𝒪(100 km)

5 − 350 MHz
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dual-frequency observations may no longer be required for DM estimation, leading to
large gains in efficiency.

These requirements can be addressed using the ngVLA’s continuous frequency
coverage in the overall ∼ 1 to 10 GHz range of interest for PTAs.

Figure 5. The uncertainty in pulse time of arrival measurements as a function of
observing center frequency and bandwidth for two millisecond pulsars currently be-
ing observed by NANOGrav, adapted from our work in Lam et al. (2017). (Left:)
PSR J1909–3744, which is one of the best-timed pulsars. Solid contours indi-
cate TOA uncertainties of 2, 1, 0.5, 0.2, and 0.1 µs, in order of increasing dark-
ness and thickness. The minimum TOA uncertainty (black star) is σTOA(ν0 =
8.1 GHz, B = 14.8 GHz) = 50 ns and the estimate given the current frequency
coverage (black circle) is σTOA(ν0 = 1.3 GHz, B = 1.2 GHz) = 59 ns. The two
dashed blue contours represent a 10% and 50% increase above the minimum σTOA.
(Right:) PSR J1903+0327, which is the pulsar with the highest dispersion mea-
sure (297.52 pc cm−3) currently observed by NANOGrav. Contours indicate TOA
uncertainties of 200, 100, 50, 20, and 10 µs, in order of increasing darkness and
thickness. The minimum TOA uncertainty (black star) is σTOA(ν0 = 9.8 GHz, B =
13.2 GHz) = 1.0 µs and the estimate given the current frequency coverage (black cir-
cle) is σTOA(ν0 = 1.8 GHz, B = 1.2 GHz) = 44.0 µs. Higher observing frequencies
with larger bandwidths potentially allow significant improvements in timing preci-
sion.

4. Observational Program

The current NANOGrav timing program (Arzoumanian et al. 2018a) uses integration
times of 0.25–0.5 hr per pulsar at Arecibo and Green Bank with cadences of weekly
(for the best pulsars) to once every three weeks, and allocating similar integration times
with a selected fraction of the ngVLA collecting area offers more flexibility and higher
efficiency compared to steering the entire collecting area of a large single dish to a
sequence of pulsar timing targets.

Thus we envisage two usage modes of the ngVLA for PTA observations: (1) A
sole-user mode, where the array is used in full on a single object or with up to ∼ 5 sub-
arrays, each observing a pulsar of interest; or (2) A shared-user mode, where a single
phased subarray ∼>20% of the ngVLA collecting area (i.e., comparable to the current
GBT or more), depending on the pulsar flux density, is used to observe a single pulsar.
As an aside, we note that sub-arraying reduces the net computational load, since base-

ngVLA
• First light, late 2030’s 

• Interferometric instrument with 18m dishes (244), and 
6m dishes (19) 

•  1.2 - 116 GHz — bridge gap between SKA1 and 
ALMA 

• Core array + extensions to 1000 km 

• Higher frequencies + larger bandwidth = easier to deal 
with scattering/dispersion
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Modeling improvements, PTA optimization

•  115 pulsars (IPTA-like) + 2 pulsars per 
year.  

• Sky location, noise properties similar to 
NANOGrav 15 yr dataset. 

• Dropping pulsars from the array in favor of 
timing some pulsars more frequently 

• Enhances single-source sensitivity at high 
frequency!

Baier et al. 2024 6

where c is the cadence of observations and � is the uncertainty on pulse arrival time.
By shifting our white noise distribution for all the pulsars, we adjust the overall
sensitivity until the injected GWB has a S/N of 7 at 16 years to match preliminary
projects for IPTA Data Release 3 (DR3) [1]. In other words, we are calibrating our
PTA to have a sensitivity at 16 years, which is comparable to the projections of DR3.

From here, we simulate our detector out to a total time span of 40 years. We
assume that the white noise in our detector does not change over the course of the
simulations (i.e., the radio telescopes or other noise mitigation techniques do not
improve), and we add 2 pulsars per year whose sky locations and noise properties
are drawn from the same empirical distributions used above. As is standard, we only
include pulsars in our dataset or a time slice of the data set if the pulsar has at least 3
years of data. Generally, PTAs do this so that a timing model may be accurately fit.
So at 40 years, we have a detector with 156 pulsars and a GWB S/N of ⇠ 32. The
time evolution of the GWB sensitivity is shown in Figure 2, and the time evolution
of the sky-averaged single-source characteristic strain sensitivity is shown in Figure
3. Note that the main purpose of this PTA is to be a high fidelity test bed in order
to demonstrate the various techniques developed for helping to inform observing era
strategies for pulsar timing. A large scale e↵ort is underway to forecast the sensitivity
of PTAs using next generation facilities.

Figure 2: Standard GWB sensitivity. The background sensitivity curves
of the simulated PTA are plotted for every year between 16 and 40 years.
The color bar encodes both the year and the GWB S/N at that year.
The injected GWB is shown as a dashed black line.

Baier et al. 2024 12

Figure 7: Adding observations. Sky-marginalized single-source sensitivity
curves are plotted for a variable number of high cadence campaigns, which
are encoded in the color bar. The vertical lines denote frequencies at
which we compute the change in detector volume with respect to the
standard campaign. The change in detector volume as a function of the
number of pulsars on high cadence campaigns is shown in the inset plot.

amongst pulsars and observations. For this study, we assume a fixed integration time
for each observation (i.e. each observation is the same duration) but vary the cadence
of observations, which we define as the number of observations of a pulsar per year.

First, we consider a campaign which stops observing the least sensitive 3N pulsars
at 20 years and instead observes the most sensitive N pulsars with a high cadence
campaign of quadrupled observations, ensuring that telescope time remains fixed. We
test various metrics for “least sensitive” pulsar, including largest residual RMS error,
but we ultimately use the pulsar’s contribution to the GWB. Accordingly, we drop
pulsars (in sets of 3) which contribute the least to the GWB as calculated by leaving
out pulsars one-by-one and recomputing the GWB S/N. Again, we define the most
sensitive pulsars as those with the smallest residual RMS error. The single-source
sensitivity curves in Figure 8 illustrate how discontinuing observations on the least
sensitive pulsars and quadrupling the cadence of the most sensitive pulsars in a fixed-
observing timing scenario yields sensitivity gains at high frequencies and sensitivity
losses at low frequencies. This sensitivity loss is an important conclusion of this work.
The sensitivity of PTAs to single sources at low frequencies is critically dependent on
the ability of the detector to mitigate the e↵ects of the GWB, which we explore
further in Section 5.5. The change in detector volume is nearly identical to the
previous campaign (Figure 7) at high frequencies, but we note a decrease of up to
10% in detector volume at low frequencies due to the discontinuation of observations
on pulsars which were contributing to the GWB mitigation.

We now consider a campaign which puts the least sensitive 6N–pulsars on half-
cadence while keeping the most sensitive N–pulsars on high cadence campaigns, which
again keeps the total telescope time fixed. This strategy allows for the continued
contribution of the least sensitive pulsars at low frequencies but still frees up telescope
time for high cadence campaigns on the most sensitive pulsars. Figure 9 reveals how

Baier+2024, 2409.00336



Projections for single source detection
• Realistic populations of SMBHBs based on 

amplitude of NANOGrav results. 

• ~50% probability of a detectable continuous wave 
in the 15 yr dataset 

• Limited ability to constrain parameters 

• Projecting when a detection could be made is 
difficult.  

• Need to combine this work with work of Baier 
for realistic simulations + detection probability 
projections
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Figure 3. Each panel shows the recovery vs. injected value of one
property, colored by S/N⇤. The first row represents CW properties:
observed GW frequency fo in nHz (left) and strain amplitude h0

(right). The second row has the sources’ chirp massMc in M� (left)
and inclination cos ◆ (right). The third row has the source position
in celestial coordinates: azimuthal position cos ✓ (left) and polar
angle � in radians (right). The injected properties and S/N⇤ are
based on the highest-S/N⇤ source detected in each realization or
the max-S/N⇤ source if none are detected. The last row contains
GWB amplitude AGWB and spectral index �GWB, with the injection
being based on a power law fit to the lowest 5 frequency bins of the
injected hc spectrum, including all but the highest S/N⇤ source.

This scenario could explain the four false detections in the
lowest frequency bin (0.9 nHz – 2.9 nHz) out of the 48
failed searches with Bayes factors above the FAP-calibrated
threshold B = 21. These are usually distinguishable from

Figure 4. The y-axes show 68% CI posterior widths as a fraction of
total prior width �68/�100, and the x axis is the S/N⇤ of the detected,
or highest-S/N⇤ non-detected CW in each realization. This preci-
sion versus S/N⇤ is shown for CW properties fo (top left), log10 h0

(top right), and Mc (middle left); localization area (middle right),
and GWB amplitude at fref = 1/yr (bottom left) and spectral index
(bottom right). The blue 2D histograms represent successful detec-
tions while the failed searches are in red, matching the groupings
in Fig. 1. The dashed line in the top left panel shows the threshold
posterior width (�68/�100( fo) = 0.05 or �68( fo) = �1.4 nHz) used
in §3.1 to distinguishing successful detections by Eq. (20). Similar
plots with groupings determined by S/Ns and S/N⇢ sorted CWs are
in Fig. 12.

true detections by their wider posterior distributions for non-
frequency parameters.

Fig. 4 shows the width of the posteriors’ 68% CIs ver-
sus S/N⇤ for fo (top left), h0 (top right), Mc (middle left),
AGWB (bottom left), and �GWB (bottom right) as a fraction
of the prior width, �68/�100. The confidence on ✓ and �
are conveyed by the 68% confidence localization area as a
fraction of the whole sky (middle right). All are given as
2d histograms of the successfully detected distribution in
blue, and the failed searches in red, corresponding to the
same groupings as in Fig. 1. Fig. 4 shows that almost all
the high-S/N⇤ samples meet the successful detection crite-
ria (in blue) with narrow posteriors of �68( fo) . 0.5nHz,
�68(log10 h0) . 0.4 dex, and �68(✓, �) . 1000 deg2). There
is a distinguishable grouping of all narrowly-recovered, high

Gardiner+2025, arXiv:2502.16016



Host Identification
• If a CW detection is made, the goal would be to identify the host galaxy 

• Petrov+2024 (arXiv: 2406.04409) build a realistic pipeline for follow up using 
galaxy catalogues to make mass/distance cuts.
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Table 4. Injected parameters for the chirp mass
case study, including the chirp masses and the dis-
tances for both the full signal (dL,full) and Earth-
term-only (dL,ETO) injections. All injections are
done for galaxy J08475906+3147083 and have pa-
rameters SNR=20, fGW = 20 nHz, ◆ = 0,  = ⇡/4,
and �0 = ⇡/4.

log10(M/M�) dL,full (Mpc) dL,ETO (Mpc)

9.00 60 44

9.05 64 53

9.10 83 64

9.15 111 78

9.20 125 94

9.25 153 114

9.30 194 138

9.35 236 168

9.40 268 203

9.45 341 246

9.50 379 298

in comparison to the earth term signal alone (in which
case these parameters are highly degenerate within the
overall signal amplitude), the pulsar term additionally
allows for a more precise measurement of the binary po-
sition (Corbin & Cornish 2010; Lee et al. 2011). Indeed,
from Equation 5 we see that the timestamp of the pulsar
term is related to the angle between the pulsar’s posi-
tion and the source’s position on the sky. Thus, as long
as the Earth term and pulsar term frequencies can be
disentangled from one another, we can expect the chirp
mass to provide some additional constraint on the bi-
nary’s sky location.

In order to isolate this e↵ect on the localization area,
we inject signals of varying chirp mass into the galaxy
J08475906+3147083 (see the orange square in Figure 1).
To test the assumption that the pulsar term provides
valuable information in localizing the source, we gener-
ate a second set of injections containing only the Earth
term component of the signal; the analyses performed
on these Earth-term-only injections are then done with
Earth-term-only models comprised of just eight CW pa-
rameters. For both groups, we adjust the distance of
the binary to keep the signal strength fixed, which we
set to SNR=20 to ensure that all injections will be well-
localized. Table 4 presents a complete list of chirp
masses and distances for this case study’s injections,
all of which have parameters fGW = 20 nHz, ◆ = 0,
 = ⇡/4, and �0 = ⇡/4.

9.0 9.1 9.2 9.3 9.4 9.5
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Full signal
Earth term only

Figure 7. 90% credible area as a function of the injected
chirp mass of the binary, fixed at SNR=20 for the galaxy
J08475906+3147083. The full signal injections are shown by
the solid yellow line, with lighter (or more yellow) markers
representing lower chirp masses and darker (or more blue)
markers representing higher chirp masses. The Earth-term-
only injections are shown by the dashed red line. Uncertain-
ties on the localization areas are all < 1 deg2.

The recovered 90% credible areas for both the full
and Earth-term-only signals are plotted as a function
of the chirp mass in Figure 7. Immediately, we see a
stark di↵erence between the two curves. The Earth-
term-only signals, though not identical across all chirp
masses, tend to hover around an average localization
area of ⇠ 61 deg2. On the contrary, the full signals
have consistently better-constrained sky areas than the
Earth-term-only signals, and they reveal an entirely dif-
ferent pattern across the injected chirp masses. These
areas initially exhibit some oscillatory behavior up to
a chirp mass of about log

10
(M/M�) = 9.3 � 9.35, at

which point the area then decreases monotonically with
increasing chirp mass. Both features can be attributed
to the influence of the pulsar term.

At lower chirp masses, the fluctuation in localization
area is likely due to the minimal frequency evolution
of the source. In this scenario, the Earth and pulsar
term frequencies are not su�ciently separate from one
another in that they lie in the same frequency bin. Al-
though CW searches are not bound to Fourier-bin res-
olution like GWB searches are, we use the frequency
bins as reasonable metrics to assess the evolution of
the binary. The frequency bins in our array are de-
fined by fi = i/T , where T is the ⇠ 22 year timespan
of our dataset, which translates to bin widths of about
1.43 nHz. For any pulsar-term frequency falling in the
18.59�20.02 nHz bin along with the injected Earth term
frequency of 20 nHz, the full signal will essentially be-
come a sum of two sinusoids with di↵erent phases, which
may constructively or destructively interfere (Lee et al.

Loc. area vs. Chirp Mass Loc. area vs. SNR Follow up process



Improved methods
• Direct astrophysical inference from population 

synthesis using Normalizing Flows 

• More complex noise models (of all kinds) 

• Detailed model checking 

• Hierarchical modelling for noise 

• Being made possible by software and modeling 
improvements
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ACRQS Hyperparameters Training Parameters

bin-count number of neurons number of layers learning rate decay rate batch size

8 50 2 3⇥ 10�3 0 100

16 128 4 1⇥ 10�4 0.96 1000

32 8 1⇥ 10�5

TABLE I: A table listing di↵erent sets of parameters used for training and constructing ACRQS NF. The
combination of parameters highlighted with the color gray yields the best results as found empirically through many

trials.
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FIG. 2: (a) A series of density plots comparing the characteristic-strain samples generated using NF (solid purple)
and GP (solid orange) to those from the test-set (solid green). The samples form the probability distribution of the
GWB characteristic-strain at each frequency bin for the set of binary evolution parameters  0 = 7.6, m 0 = �2.2,
µ = 11.6, ✏µ = 8.4, ⌧f = 0.65, and ⌫inner = �0.98. Both NF and GP predict the median of the library’s samples
correctly; yet, NF emulates the entire distribution more successfully. (b) A plot featuring another visualization of
the success of NF in emulating the GWB characteristic-strain distribution corresponding to the same set of binary
evolution parameters as featured in (a). Similar to (a), the di↵erence between NF and GP is in the spread of the

generated samples with NF matching the library’s samples more closely.

the functionalities provided by pyro [46] to implement
our NF training. Empirically proven, the combination
made by the highlighted cells gives the best results in
terms of the quality of the NF. Note that the term ‘bin-
count’ is the same quantity as K defined in §A which
denotes the number of bins used for the spline rational
quadratic transformation of Equation A1 and is not re-
lated to the binning of the distributions discussed earlier.
Lower values of this quantity result in smoother distribu-
tions emulated by NF while higher values of this quan-
tity enable NF to capture more complicated features of
the target distribution such as multi-modality. Further-
more, the number of neurons5 and the number layers are
the two hyperparameters of ANN. Remarkably, increas-

5 The neurons of a neural network are functions that receive a
sample and are tasked with performing a transformation on the
received sample.

ing the number of layers of ANN leads to inferior emu-
lation by NF. This is ideal as adding more layers to an
ANN is computationally demanding. The training pa-
rameters of the ADAM optimizer significantly a↵ect the
emulation ability of NF. The ADAM optimizer’s learn-
ing rate of 10�4 with no decaying while using a batch
size of 1000 yields the best results. Note that Table I is
provided for the purpose of reproducibility of the results
in §V and is not necessarily extendable to other training-
sets. Table I acts as a general guideline rather than a
strict recipe.

V. COMPARING EMULATORS: FLOWS
VERSUS GAUSSIAN PROCESSES

To showcase the relative strength of NFs over GPs in
building an astro-emulator, we address two criteria: (i)
how well the two techniques compare in predicting the

https://github.com/NimaLaal/pandora

https://github.com/nanograv/discovery

https://github.com/NimaLaal/pandora
https://github.com/nanograv/discovery


PTAs into the future

• There’s a fairly clear roadmap, in some ways: 

• More sensitive observatories 

• Continue to take more data, find new, quiet pulsars and 
optimize observing 

• Leverage software and hardware improvements to include 
more complete noise models, potentially end-to-end analyses


